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Abstract

In this dissertation, the basic features of Quantum Chromodynamics as the non-abelian gauge theory for

strong interaction are presented before exploring how one can probe the structure of the nucleons using

leptons-nuclons scattering. The important concept of partons as point-like constituents of hadrons, will

be introduced along with the notion of form factors and parton distribution functions. Predictions form

pertrbative QCD will be compared to experiment data of the last fifty years.
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Chapter 1

Introduction

1.1 Introduction

At the end of the 1960s, experiments at Stanford Linear Accelerator Center (SLAC) have shown that at the

high energy limit, the cross-section of deep inelastic scattering (DIS) on a lepton on a nucleons has the same

form as the differential cross-section for e−µ− → e−µ−, meaning that the proton appears as a point-like

particle. Moreover, the structure functions of nucleons, that encode their inner structure seems to satisfy

a scaling law. In the same moment, Feynman [16] and Bjorken [8] develop the parton model, model where

the nucleons are composed of point-like particles, the partons. This gives an intuitive explanation of SLAC

experimental results. At the time, the specific nature of these particles was unknown. Experimental data

suggested that the charged partons have spin 1/2 and the measure of the momentum carried by them leads

to a postulate on the possible existence of neutral partons, which would carry the unobserved fraction of

momentum.

A few years later, the theory of Quantum Chromodynmaics (QCD) was developed by Gell-Mann, Fritzsch

and Leutwyler. They were inspired by the discovery that non-Abelian gauge theories can have the property

of asymptotic freedom, which leads in QCD to confinement. Within this gauge theory of strong interaction,

quarks have a new quantum number called colour. The charged partons were then going to be identified as

quark and anti quark while the neutral ones as gluons.

Many questions on this theory and also on the structure of hadrons, still remain and a lot has yet to be

discovered. I will focus on the determination of the structure of nucleon in this thesis. Form factors (FFs)

and parton distribution functions (PDFs) are two ways to gain information on their structure. The latter

is the distribution of longitudinal momentum of partons while the former are distribution of charge.

After introducing the basis of QCD and its quantisation, the aim of this thesis is to give an understanding

of form factors and parton distribution functions through the examination of lepton-nucleon scattering.

Before discussing further on these, I will first list some properties and results that would be of use in

further chapters.
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1.2 The S-Matrix

First of all, when analysing any physical processes, the optical theorem and Cutkosky rules facilitate the

computation of cross-section and of the scattering amplitude of the associated Feynman diagrams.

1.2.1 Optical theorem

One of the property of the S-matrix is to be unitary. This comes from the conservation of probability: the

probability that an in-state scatters into an out state and then summing over all possible out-states should

give one. This leads to the optical theorem.

S†S = SS† = 1

(1− iT †)(1 + iT ) = 1(
T †
)
fn
Tni = −i

(
T − T †

)
fi∑

n

M∗nfMni(2π)4δ(4)(Pn − Pi) = −i(Mfi −M∗if ).

If i = f has an elastic scattering, then:∑
n

|Mni|2(2π)4δ(4)(Pn − Pi) = 2 Im(Mii). (1.1)

The total cross-section for the process i→ X is related to the forward elastic scattering amplitude through

the expression:

σtot =
1

2
√
λ(s,m2

1,m2
2)

Im(Mii(s, t = 0)), (1.2)

with λ(s,m2
1,m2

2) =
[
s− (m1 +m2)2] [s− (m1 −m2)2], m1 and m2 are the masses of the two initial

particles.

In the case of massless particles or if the masses are neglected, then: λ(s, 0, 0) = s2.

1.2.2 Cutkosky rules

These rules allow us to easily calculate the imaginary part of the scattering amplitude for a G diagram,

which is related to the discontinuity of the Feynman amplitude in the s-channel through the relation:

Im(Tif ) = ∆Tif =
1
2i DiscTif ≡ lim

ε→0

[
Tif (s+ iε)− Tif (s− iε)

]
. (1.3)

The definition of the discontinuity comes from the fact that the S-matrix is an analytic function [18].

Schematically, the rules can be represented by figure 1.1.

The steps to calculate the discontinuity or imaginary part of a diagram are the following:

1. Cut the internal lines of the diagram in all the possible ways that the internal particles can be put in

shell.
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Im T

qn pm

q1 p1

=
+∞∑
s=−∞

s∏
j=1

∫ d3kj
(2π)32k0

j
T

qn

q1

ks

k1

T †

ks

k1

pm

p1

...
...

...
...

...
...

cut

G G2G1

Figure 1.1: Cutkosky rules

2. For each cut, the propagators 1/
(
p2 −m2 + iε

)
is replaced by −2πiδ(p2 −m2). This replacement

comes from the residue theorem that states that Disc
(
1/
(
k2 ± iε

))
= ∓2πiδ(k2). The numerators of

the cut propagators are not changed. We then do a product of all the cuts.

3. For the left part G1, the usual Feynman rules apply for the internal lines and vertices. For the right

part G2, the rules are conjugated. Therefore, the Feynman prescription for G2 is with −iε.

4. We integrate over all possible loops even the one which are cut.

5. A final sum over all the possible ways of cutting is then realised.

In the case of a scalar field, for a given cut n, the following steps would give

∆Tif (G) =
1
2Tin(G1)T

†
nf (G2)

∏
kj∈cutn

(2π)θ
(
k0
j

)
δ
(
k2
j −m2

j

)

=
1
2 (−i)

V1−V2

∫ L∏
i

d4ql
(2π)4

I1∏
I1=1

i

k2
l1
−m2

l1
+ iε

I2∏
I2=1

−i
k2
l2
−m2

l2
− iε

I∏
I1+I2+1

(2π)θ
(
k0
j

)
δ
(
k2
j −m2

j

)
,

(1.4)

with I, I1, I2 the number of internal lines for G, G1 and G2, V1 and V2 the number of vertices in the left

and right part and L the total number of loops. Here, the Heaviside function imposes k0
j > 0, ensuring that

cuts are in the physical region of the scattering amplitude.

1.3 Results from QED processes

In this section, we briefly analyse two quantum electrodynamics (QED) processes, which results will be

uselful when studying QCD processes at quark level.

9



e−

e+

µ−

µ+

q

p1

p2

k1

k2

ρσ

Figure 1.2: Annihilation e+e− → µ−µ+

1.4 e+e− → µ+µ− results

The amplitude of the Feynman diagram 1.4 is

iM = (v̄(p2)(−ieγσ)u(p1))
−igρσ
q2 (ū(k1)(−ieγρ)v(k2)) (1.5)

For the unpolarized process, we sum over the spin of the outgoing particles and average over the incoming

incoming?. This leads to the definition of the leptonic tensors.

1
4
∑
spins
|M|2 =

e4

4q4 Tr{( /p1 +me)γ
σ( /p2 −me)γ

ρ}Tr{( /k2 −mµ)γσ( /k1 +mµ)γρ} (1.6)

=
e4

q2 `
σρ
(e)
`(µ)σρ (1.7)

Using the Gamma matrix trace properties, the leptonic tensors read:

`σρ
(e)
≡ 1

2 Tr{( /p1 +me)γ
σ( /p2 −me)γ

ρ} = 2
[
pσ1p

ρ
2 + pρ1p

σ
2 − gρσ(p1.p2 +m2

e)
]

(1.8)

`(µ)σρ ≡
1
2 Tr{(µ)γσ( /k1 +mµ)γρ} = 2

[
k1σk2ρ + k1ρk2σ − gρσ(k1.k2 +m2

µ)
]

(1.9)

The equation (1.7) becomes then

1
4
∑
spin

|M|2 =
8e4

s2
[
(p1.k1)(p2.k2) + (p1.k2)(p2.k1) +m2

µ(p1.p2) +m2
e(k1.k2) + 2m2

em
2
µ

]
(1.10)

We neglect now the mass of the electron and the positron compared to all other quantities and note by

E their energy and θ the scattering angle.

In the center of mass frame, (1.10) becomes:

1
4
∑
spins

|M|2 = e4
[

1 +
m2
µ

E2 +

(
1−

m2
µ

E2

)
cos2 θ

]
(1.11)

As a reminder, the differential cross section for the unpolarized process 1 + 2 → 3 + 4 in the center of

mass frame reads:
dσ
dΩ

=
pf
pi

1
64π2s

1
4
∑
spins

|M|2 (1.12)

With pi and pf the momentum of the incoming and outgoing particles respectively.

10



Using (1.12), the differential cross-section reads :

dσ
dΩ

=
α2

4s

√
1−

m2
µ

E2

[
1 +

m2
µ

E2 +

(
1−

m2
µ

E2

)
cos2(θ)

]
(1.13)

with θ is the scattering angle.

Integrating (1.12) over dΩ = dφd cos(θ) gives finally the total cross section:

σtot(e
−e+ → µ−µ+) =

4πα2

3s

√
1−

m2
µ

E2

[
1 + 1

2
m2
µ

E2

]
(1.14)

In the high energy limit, i.e. E >> mµ, this becomes

σ0 =
4πα2

3s (1.15)

1.4.1 e−µ− → e+µ− scattering

e−

µ−

e−

µ−

q

p

k

p′

k′

Figure 1.3: Diffusion e−µ− → e−µ−

The amplitude of e−µ−scattering, represented by 1.4.1 can be obtained by crossing symmetry to the

e+e− → µ+µ− process, with the change of variables:

p1 = p, p2 = −p′, k1 = k and k2 = −k′, (1.16)

one obtains, from (1.6),

1
4
∑
spins
|M|2 =

e4

q4
1
2 Tr

[(
−/p′ −me

)
γρ (/p +me) γ

σ
] 1

2 Tr
[(

/k ′ +mµ

)
γρ (−/k −mµ) γσ

]
=

8e4

q4
[(
p · k′

) (
p′ · k

)
+ (p · k)

(
k′ · k′

)
−m2

µ

(
p · p′

)
−m2

e

(
k · k′

)
+ 2m2

em
2
µ

]
.

(1.17)

The expression (1.17) can be simplified when going to the laboratory frame:

p = (E, ~p) , p′ =
(
E′, ~p′

)
, k = (mµ, 0), (1.18)

giving then:
1
4
∑
spins

|M|2 =
16e4

q4 m2
µEE

′
[
cos2 θ

2 +
Q2

2m2
µ

sin2 θ

2

]
. (1.19)

In the laboratory frame, the differential cross-section has the general expression ,

dσ

dΩ
=

E2
3

m2
2E

2
1

1
64π2 |M|

2 (1.20)
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From (1.20), the differential cross-section in the laboratory frame reads:

dσ

dΩ
(
e−µ− → e−µ−

)
=

α2

4E2 sin4 θ
2

E′

E

[
cos2 θ

2 +
Q2

2m2
µ

sin2 θ

2

]
. (1.21)

1.5 Outline

In Chapter 2, I will first go through some basics on QCD before talking about the important property of

asymptotic freedom. As the distance between quarks increases, so is the strong coupling constant. In reverse,

at high energies or short distances, quarks behave as free particle. This leads, in QCD, to confinement,

meaning that only colorless states are observable. Chapter 3 is split into three sections. In the first one, I

will give some generalities on lepton-nucleon scattering. I will then study the case of elastic scattering, that

allows measures of form factors. The last section is an examination of deep inelastic scattering within the

parton model, giving access to parton distribution functions.
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Chapter 2

The basics of Quantum

Chronodynamics

The conventions are those of Peskin-Schroeder [33].

2.1 QCD Lagrangian

Quantum chromodynamics is a local gauge theory, based on the color group SU(3)c and involve quark fields

ψ and eight massless spin-1 gluons vector bosons Aaµ, a = 1, ..., 8.

Omitting spinor indices on the quark fields and noting by and i, j the color indices, the classical QCD

Lagrangian takes the form:

L = −1
2 Tr(FµνaFµνa) +

∑
colors

ψ̄i(i /D−m)ijψj

where

(Dµ)ij = δij∂µ − igAaµtaij (2.1)

Fµν ≡
i

g
[Dµ,Dν ] = ∂µAν − ∂νAµ +

i

g
[Aµ,Aν ] (2.2)

ta are called the generators of SU(3)c such that U = eit
aαa ∈ SU(3). They are hermitian traceless

matrices in order to satisfy U †U = 1 and det(U) = 1. They also respect the Lie algebra [ta, tb] = ifabctc,

where fabc are the structure constants. In the fundamental representation, those generators also respect

the orthonormality condition : Tr(tatb) = 1
2δ
ab.

From the Lie algebra, we have for the component of the field strength

F aµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµA

c
ν

Finally, the gauge fields are in the Lie algebra and transform as :

Aµ → UAµU
−1 − i

g
(∂µU)U

−1 = UAµU
−1 +

i

g
(∂µU

−1)U

13



The infinitesimal form of the transformation

δAaµ =
1
g
(Dµ)

abαb

with the covariant derivative in the adjoint representation of SU(3).

2.2 Quantisation of QCD

2.2.1 Fadeev-Papoov approch to quantisation

The quantisation of the QCD Lagrangian will use the path integral approach instead of the old-fashioned

method of canonical quantisation (see appendix B). The difficulty in quantising the QCD Lagrangian does

not come from the fermionic part but from the Yang-Mills part of the Lagrangian. This is because, compared

to the case of QED, the gluons are self-interacting, a consequence of the fact that the Lie group is not abelian.

Let’s then focus on the quantisation of LYM = −1
2Tr(FµνaF

µνa).

Naively, the sourceless generating function would be defined as :

Z[0] =
∫
DAµ exp

(
i

∫
d4x

1
4 (F

a
µν)

2
)

(2.3)

where
∫
DAµ =

∏
x

∏
a

∫
dAaµ(x)

However, this definition is not compatible with the gauge invariance requirement. If we have Aaµ =

Baµ +
1
gDµθ

a such that Ba0 = 0 and by gauge invariance of F aµν (Fµν independent of θ), this leads to:

Z[0] =
∫
DAµ

∫
Dθ exp

(
i

∫
d4x

1
4 (F

a
µν)

2
)

=

∫
DAµ exp

(
i

∫
d4x

1
4 (F

a
µν)

2
)∫

Dθ

∫
Dθ corresponds to the volume of the gauge orbit and is an infinite constant that cannot be cancelled

in any way. Therefore, (2.3) cannot work as the definition of the generating function.

The correct definition of the sourceless generating function should be :

Znew[0] =
Z[0]∫
Dθ

(2.4)

The path integral expression of this sourceless generating function is found using the Fadeev-Papov de

Witt approach.

The first step of this approach is to fix the gauge : F a(Aθaµ) = 0 = GµAaθµ = Gµ(Aaµ +Dµθ). The

solution to F a(Aθaµ) = 0 is noted θ∗.
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Different choices of gauge exist depending on the choice of Gµ:

Gµ =


∂µ Lorenz gauge

(0, ~∇) Coulomb gauge

nµ axial gauge. The usual choice of unit vector is nµ = (0, 0, 0, 1)

The next step is to insert
∫
Dθ δ(θ − θ∗) = 1 =

∫
Dθ

∣∣∣∣det
(
δFa(Aθµ(x))

δθb(y)

)∣∣∣∣ δ(F a(Aθµ)) in the old

expression of the generating function.

Thus, (2.3) is rewritten as :

Z [0] =
∫
DAµ

∫
Dθ

∣∣∣∣∣det
(
δF a(Aθµ(x))

δθb(y)

)∣∣∣∣∣ δ(F a(Aθµ)) exp
(
i

∫
d4x

1
4 (F

a
µν)

2
)

(2.5)

Using the fact that the only elements that depend on θ are the Aθµ in the delta function and Jacobian,

one can make the change of notation Aθµ → Aµ. As a result, the integrand is completely independent of θ.

Moreover, the functional integral of Aµ is not modified by this change. Hence, the functional integral
∫
Dθ

can be factorized.

Thus, (2.4) has the expression :

Z [0] =
∫
DAµ

∣∣∣∣det
(
δF a(Aµ)(x)

δθb(y)

)∣∣∣∣ δ(F a(Aµ)) exp
(
i

∫
d4x

1
4 (F

a
µν)

2
)

(2.6)

The last step of the process is to express the delta function and Jacobian in terms of new fields.

For the delta function, analog to the Fourier transformation form, we can write:

δ(F a(Aµ)) =

∫
DBa exp

(
id4xBaF a(Aµ)

)
=

∫
DBa exp

(
i

∫
d4xBaGµAaµ

)
(2.7)

The Jacobian is expressed with a Grassmann integration :∣∣∣∣det
(
δF a(Aµ)(x)

δθb(y)

)∣∣∣∣ = ∫ Dc

∫
Dc̄ exp

(∫
d4xd4y c̄a(y)

δF a(Aµ(x))

δθb(y)
cb(y)

)
(2.8)

At the end, inserting expressions (2.7) and (2.8) in (2.6) and the quark fields and using δFa(Aθµ(x))

δθb(y)
=

δ(x− y)GµDµab:

Z[0] =
∫
DAµ

∫
DB

∫
Dc

∫
Dc̄

∫
Dψ

∫
Dψ̄ exp

{
i

∫
d4x (LBRST + LF )

}
(2.9)

with LBRST = 1
4 (F

a
µν)

2 +BaGµAaµ + c̄aGµ(Dµc)a and LF = ψ̄(i /D−m)ψ

2.2.2 BRST symmetry

The introduction of the ghost fields makes the BRST Lagrangian not gauge invariant anymore. However, a

new symmetry appears which is the BRST symmetry :

δc̄a = −εBa

δAaµ = εDµc
a

δca = −ε g2f
abccbcc

δB = 0

δψ = εigcataψ
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with ε a Grassmann variable. It is conventional to work with δB defined as δ = εδB .

This symmetry has an important property which is that it is nilpotent ie δ2
B = 0 With this property, we

can add any term of the form δBG in the BRST action without changing the physics. The common choice

is to choose G = −1
2ξc̄B which gives δBG = −1

2ξB
a2.

After addition to this new term, we can then perform the B path integral equation:∫
DB exp

(
i

∫
d4x

1
2ξB

a2 +BaGµA
µa

)
= N exp

(
−i
∫

d4x
(GµAµa)2

2ξ

)
with N renormalisation constant. This leads to a gauge fixing term in the new form of BRST Lagrangian

that will be used from now on: LBRST = LYM + LGF + LFP , with
LYM = −1

4F
a
µνF

µνa

LGF = − 1
2ξ (GµA

µa)2

LFP = c̄Gµ(Dµc)a

.

We have two possible expressions for the gauge fixing term. The first one is the covariant form LGF =

− 1
2ξ (∂µA

µa)2 and the second one is the axial gauge fixing term LGF = − 1
2ξ (nµA

µa)2. In the latter case,

if nµ is chosen such that nµAµ = 0 then there is no interaction between the ghost fields and the gauge

fields i.e. the ghost fields do not couple to any physical degree of freedom. Hence, the ghost fields could be

ignored.

2.2.3 Ghost fields and unitarity of the S-matrix

However, in the case of covariant gauge, the presence of ghost fields is crucial to preserve the unitarity

of the S-matrix. This statement can be made explicit using the optical theorem for fermion-anti fermion

annihilation as shown in more details in [33].

p1

p2

p3

p4

µ ρ

ν σ

Figure 2.1: Quark anti-quark annihilation diagram and Cutkosky rules

Let’s define new polarisation vectors for the gauge fields : εµi (k) for i ∈ 1, 2 are the two transverse po-

larisation vectors i.e. ε.k = 0. For the other two unphysical polarization, we define the forward polarisation

vector ε+µ (k) = 1√
2|k|kµ and the backward polarisation vector ε−µ (k) = 1√

2|k|
˜kµ = 1√

2|k| (k
0,−k). The metric

could then be expressed in terms of these polarisation vectors : gµν = ε−µ ε
+∗
ν + ε+µ ε

−∗
ν − εiµε∗iν .

From the Cutkosky rules, the diagram 2.1 gives a contribution of

1
24π2δ(k2

1)δ(k
2
2)(iMµνgρµgνσM

′ρσ), (2.10)

where Mµν is the scattering amplitude for qq̄ → gg and M′ρσ is the scattering amplitude for the reverse

process. k1 and k2 are momentum on the gluons internal lines.
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Figure 2.2: Ghost contribution in quark -anti quark annihilation

Almost all combination of polarization vectors ερ(k1)ε∗µ(k1)ε∗ν(k2)εσ(k2) , when contracted with the

scattering amplitudesMµνM′ρσ gives 0, by computation. For example,

iMµνε∗ν(k2)ε
+∗
µ (k1) = −

1√
2|k1|

g2

s
v̄(p2)t

c /k2u(p1)f
abckν2 ε

∗
ν(k2)

and so with ε∗ν(k2) a transverse polarization vector, the contribution is therefore null. The only two com-

binations that give a non-vanishing value when contracting with the scattering amplitude are ε+ρ ε−∗µ ε+∗ν ε−σ

and the one composed of only transverse polarization. The second combination does not cause any issue for

the optical theorem as they are physical polarization. On the contrary, the first one is unphysical. When

using the optical theorem, this would mean that one can have final gluons as final states with unphysical

polarizations, which should be impossible.

Using the Dirac equation for the spinor constants, the unphysical contribution is equal to :

g4

s2 (ν̄(p2)γµt
cu(p1)f

abckµ1 )(ū(p3)γρt
dν(p4)f

abd(−kρ2)) (2.11)

The ghost loop contribution corresponding to the diagram 2.2 compensate exactly (2.11).

Thus, through this simple example of fermion-anti-fermion annihilation, one can see that the presence of

ghost fields, which only appear in internal loop in Feynman diagrams is indispensable to preserve unitarity

of the S-matrix.

2.2.4 Feynman rules

The different propagators necessary in the study of QCD are first listed below. We note a, b, i, j the SU(3)

indices, with i,j for the fundamental representation and a,b for the adjoint representation.

The fermionic propagator is:

j i

p i

(/p −m)
δij =

i(/p +m)

p2 −m2 + iε
δij with the iε Feynman prescription (2.12)

In the case of the covariant gauge, we have the gauge-field and the ghost-field propagators to take into

account.

For the gauge fields, we have :

a b

p
Dab
µν(p) = δab

−i
p2 + iε

(gµν − (1− ξ)pµpν
p2 ) (2.13)

The Landau gauge corresponds to ξ = 0 and the Feynman gauge corresponds to ξ = 1. It is only in the

former gauge that pµDµν(p) = 0.

For the ghost fields, we have :

b a

p −i
p2 + iε

δab (2.14)
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For the axial gauge where we can neglect the ghost fields, we have:

Dab
µν =

−i
p2 + iε

[
gµν −

nµpν + pµnν
n · p

+
ξp2 + n2

(n · p)2 pµpν

]
δab (2.15)

It is easy to see that

pµD
µν(p) = 0 for p2 = 0 (2.16)

One special example of non-covariant gauge (also called "physical gauge") is the light-cone gauge where

n2 = 0 and ξ = 0. In this particular gauge, the free gluon propagator is :

Dab
µν =

−i
p2 + iε

[
gµν −

nµpν + pµnν

n · p

]
δab (2.17)

This propagator respects both (2.16) and nµD
µν(p) = 0, meaning that we have only the transverse

polarization as physical polarization.

Using the fact that the decomposition of the metric in the basis {pµ,nµ, εi} is as follows:

gµν = g⊥µν +
1

(n.p) (pµnν + pνnµ)−
p2

(n.p)2nµnν

where g⊥µν = −
∑2
i=1 ε

∗
iµεiν , (2.17) can be rewritten as:

Dµν =
−i

p2 + iε

[
g⊥µν − p2 nµnν

(p · n)2

]
(2.18)

The different vertices that appear in Feynman diagrams are :

a,µ

i

j

igγµtaij

a,µ

c b

p p −gfabcpµ

a, ν1

b, ν2 c, ν3

k2 k3
k1

V ν1ν2ν3
abc (k1, k2, k3) = gfabc [gν1ν2 (k1 − k2)

ν3 + gν2ν3 (k2 − k3)
ν1 + gν1ν3 (k3 − k1)

ν2 ]

a, ν1

c, ν3

b, ν2d, ν4
−ig2 [fabef cde (gν1ν3gν2ν4 − gν1ν4gν2ν3) +facef bde (gν1ν2gν3ν4 − gν1ν4gν2ν3)

+fadef bce (gν1ν2gν3ν4 − gν1ν3gν2ν4)
]

These vertices are found by calculating the corresponding vacuum expectation value of the operators at

tree levels, e.g. the three-point function 〈Ω|T̂Aaν1(x)A
b
ν2(y)A

c
ν3(z)|Ω〉 for the three-gluon vertex.
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2.3 Asymptotic freedom

The discovery and experimental proof with SLAC of the approximate Bjorken scaling, that will be studied

in the next chapter, has stressed the importance for theoretical physicist to find an explanation for this

phenomenon, resulting in the discovery of asymptotic freedom for non-abelian gauge theories, by Gross and

Wilczek [19] and Politzer [34]. They also proved that an asymptotically-free renormalizable theory is only

possible with non-Abelian gauge fields. This discovery was key in the development of QCD.

Using renormalisation group theory, they computed the β-function in Yang-Mills theory, including

fermions and found its expression, at first order.

The gauge field contribution to the β-function reads:

βV = − g3

(4π)2
11
3 CA (2.19)

with CA the quadratic Casimir operator in the adjoint representation. The minus sign means that as

the energy increases, the strong coupling constant decreases. Therefore, (2.19) is the proof of asymptotic

freedom.

An explicit calculation to find βV using the background field method is presented in the appendix C.

The fermion contribution to the beta-function is

βF =
g3

(4π)2
4
3TRnR (2.20)

where Tr(T aT b) = TRδab and nR is the number of flavour of fermions in the representation R.

In the special case of SU(3), the β-function is therefore

β = − g3

(4π)2 (11− 2
3nF ) = −

g3

(4π)2 b0 (2.21)

where nF = nR. (2.21) implies that the theory is asymptotically free if the number of flavour of fermions

is sufficiently small nF ≤ 16.

(2.21) leads to the expression below of the strong coupling constant αS = g2

4π :

αs
(
µ2) = 4π

b0 log µ2

Λ2
QCD

(2.22)

where µ2 the energy scale.

Currently, the β-functions are known to five-loop order [3].

An explanation of asymptotic freedom can be given when one talks about screening and anti-screening

caused by gluons and pairs of quark-anti quark. In the QCD vacuum, the gauge bosons are present as gluons

can self-interact, making the vacuum into a paramagnetic medium ie µ > 1. Moreover, in quantum field

theory, the dielectric constant and magnetic permeability are related by µε = 1. Hence, ε < 1, resulting

in anti-screening by gluons. On the opposite, the quark-anti quark pair, just like for electron-positron pair

in Quantum Electrodynamics, are screening the color charge. As long as the anti-screening from gluons

overshadows the screening from quark-anti quark, the color charge therefore increases with the distance

from it and QCD is an asymptotically -free theory [29].
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2.4 e+e− → Hadrons process

At high energy, the total cross-section process e+e− → Hadron is calculated using the total cross-section

of the process e+e− → qq̄.

Moreover, the cross-section of e+e− → qq̄ is related to the one for the process e+ e− → µ+µ− through

the R-ratio defined as:

R =
σtot (e+e− → qq̄)

σtot (e+e− → µ+µ−)
(2.23)

At Born level i.e. tree-level in quantum field theory,

R(0) = Nc
∑
f

e2
f = 3

∑
f

e2
f , (2.24)

where the sum is over the quark flavour and ef is the electric charge of the quark of flavour f.

Hence, considering the three-quarks up, down and strange only, the R-ratio is

R
(0)
u,d,s = 3

[(
2
3

)2
+

(
−1
3

)2
+

(
−1
3

)2
]
= 2.

If one includes the charm quarks, this then becomes

R
(0)
u,d,s,c = 3

[(
2
3

)2
+

(
−1
3

)2
+

(
−1
3

)2
+

(
2
3

)2
]
=

10
3 .

2.4.1 Leading radiative corrections to the total cross section

e−

e+

q

q̄

q

k1

k2

k

p1

p2

e−

e+

q

q̄

q

k1

k2

p3

e−

e+

q

q̄

q

Figure 2.3: Corrections of order αS to the proccess e−e+ → hadrons

The first-order correction comes from the exchange of soft gluons and the emission of collinear gluons

represented in Figure 2.3.

For the following scattering amplitude, we use the covariant gauge and Feynman gauge. The first diagram

corresponds to the scattering amplitude

iM = (−ie)2ef (v̄(k1)γ
ρu(k1))

−igρσ
q2

∫ ddk
(2π)d

ū(p1)(igγ
µta)

i/k
k2 γ

σ i(−/q + /k)
(q− k)2 (igγνtb)v(p2)

−igµν
(k− p1)2 δ

ab

(2.25)

The sum of the contributions of the last two diagrams gives the scattering amplitude

iM = ef (−ie)2(ig) (v̄(k2)γρu(k1)) ε
∗
ν(p3)ū(p1)

[
taγν

i

/p1 + /p3
γρ − γρ i

/p2 + /p3
γνta

]
(2.26)

One finds that they give a correction to the total cross-section of the form

σ(e−e+ → qq̄, qq̄g) = σ0R
(0)
(

1 + αS
π

+O(α2
S)
)

(2.27)
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where σ0 is given by (1.15). The expression above can be improved if one replaces αS , defined at a specific

renormalisation point, by αS(
√
(s)) defined by (2.22).

In the total cross-section, the infrared divergences of the form αS ln
(
µ2

s

)
and αS ln2

(
µ2

s

)
, with µ

the "mass of the gluon" (i.e. an explicit regulator), that are present for the exchange and emission of

gluons individually, disappear when summing all contributions. This is a consequence of the Kinoshita-

Nauenberg-Lee (KNL) theorem which says that the Standard model is infrared finite and that the infrared

divergences from final states are cancelled when summing over all the degenerancy. The cancellation of

infrared divergence can also be understood when considering the time scales. Indeed, the tree-level process

e−e+ → qq̄ takes τ = 1√
s
with s = q2. The life time of the virtual final states represented in figure 2.3 have

a life time of T = 1
pg⊥

, with pg⊥ <<
√
s the transverse momentum of the collinear gluons with respect to

the qq̄ system. As τ << T , these final virtual states and infra-red divergences do not affect the perturbative

part of the cross-section of e+e− → hadrons, meaning the subprocess e−e+ → qq̄, but can only affect the

types of hadrons after hadronisation.

2.4.2 Jets production

The process e−e+ → qq̄ leads to 2-jets events by hadronisation. The quarks and anti quarks produced with

limited transverse momentum and opposite momenta in the center-of-mass frame, are bound by the strong

force, producing then quark-anti quark pairs. They will also absorb and emit gluons. This goes on until

everything becomes hadrons. The 2-jets formed are in the direction of the initial quark and anti-quark.

The e−e+ collider SPEAR at SLAC provided the first experimental evidences of 2-jet events. Comparing

the experimental results with Monte-Carlo simulations, the distribution of hadrons was found to be in good

agreement with the jet model rather than an isotropic distribution [23].

One should expect the angular distribution for e−e+ → qq̄ to have the same form (1.13) as for the

production of µ pair:
dσ (e+e− → qq̄)

d cos θ ∝ 1 + cos2 θ (2.28)

For the process e−e+ → qq̄g, the number of jets depends on the transverse momentum pg⊥ of the gluons.

If the transverse momentum is small i.e. the gluon emitted is collinear, then it will have no effect and we

expect two jets back-to-back after hadronisation. However, if pg⊥ > 1GeV, we expect 3-jet events and its

cross-section in QCD perturbation theory reads :

dσ

dx1dx2

(
e+e− → qq̄g

)
= σ0 ·

3
∑
f

Q2
f

 · 2αs(pg⊥)3π
x2

1 + x2
2

(1− x1) (1− x2)
(2.29)

with xi for i = 1, 2, 3 the ratio of the center-of-mass energy of the quark, anti quark and gluon to the electron-

positron beam energy, xi = (2ki · q)/q2 with ki the momentum of the final i particle and q = k1 + k2 + k3.

They satisfy 0 < xi < 1 and
∑
i xi = 2.

Another way to examine jet-events is to work directly with them instead of talking about quark, anti

quark and gluons as Sterman and Weinberg have done [41].
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Chapter 3

The structure of the nucleons with

lepton-nucleon scattering

The discussion that follows on the study of the structure of nucleons by the electron-nucleons mainly proton

process is based on the notes by M. Samuel Wallon [37].

3.1 Generalities

As said in the introduction, one important problem yet to be solved in the study of hadrons is the char-

acterization of their structure, in particular the structure of nucleons. The diffusion of a lepton (here, an

electron but it could also be a muon) on a nucleon (here, a proton) is the historic process that helped the

development of one key ingredients for their characterization, the form factors. It also led to the parton

model and to the parton distribution functions. This electron-proton scattering process will be the focus of

this chapter. After some general information on this diffusion, the next section will be about form factor in

the elastic regime of this process.The last section will be dedicated to the inelastic case.

3.1.1 Kinematics

e− e−

N(p)

k k′q γ∗

p

X(pn)

Figure 3.1: Electron-proton scattering

The lepton mass is neglected for this scattering. We note M the mass of the proton.
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The invariant variables used to study the scattering as depicted in 3.1 are

q2 = (k− k′)2 = −Q2 (3.1)

ν =
p.q
M

(3.2)

xBj =
Q2

2p.q , 0 6 xBj 6 1 (3.3)

W 2 = p2
n = (p+ q)2 = −Q2 + 2Mν +M2 >M2 (3.4)

y =
q.p
k.p , 0 6 y 6 1 (3.5)

S = (k+ p)2 (3.6)

where W 2 is the center-of-mass energy of the γ∗ (or Z0)-nucleons and xBj is the Bjorken variable.

Various relationships exist between those variables

Q2 = 2MνxBj (3.7)

W 2 =M2 +Q2(
1
xBj
− 1) (3.8)

S =
Q2

xBjy
+M2 (3.9)

Those variables are better understood in the proton rest frame, which kinematics is:

pµ = (M , 0, 0, 0), kµ = (E,~k), k′µ =
(
E′, ~k′

)
(3.10)

We then have ν = E −E′, that is to say that ν is the loss of energy for the lepton. Moreover, in this frame,

we can see easily that the exchanged photon or boson is either space-like or light-like as

q2 =
(
k− k′

)2 ' −2k · k′ = −4EE′ sin2 θ

2 = 2MExBjy ≤ 0 (3.11)

We also observe that y = ν
E = E−E′

E which corresponds to the fraction of energy lost by the incoming

electron.

3.1.2 The different regimes of study

Different regimes of interest characterised by the three variables xBj ,W 2 and Q2 allow us to extract different

properties and information on the structure of the proton. The first regime is the Mott regime where Q2 ∼ 0.

In this case, E ' E′ and the proton is considered as point-like.

The second regime of study is the quasi-elastic one characterized by Q2(1−xBj) << M2 or equivalently

by W 2 ' M2 from the relation (3.8). If the condition is respected, then X(pn) = N(p′) meaning that the

final product is the incoming proton in an excited state. The quasi-elastic scattering can be divided into

two sub-regions. If Q2 ∼ M2, we study form factors that give global information on the proton and more

specifically give access to charge distribution radius. If Q2 >> M2 and xBj near 1, we are in the deep

elastic region and one can predict the asymptotic behaviour of the form factors.

In general, if Q2 >> M2, the scattering is said to be deep and we can access information on the internal

structure of the nucleon and its constituents. When Q2 >> Λ2
QCD too, perturbative QCD can then be
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used to predict scattering results and properties. The Deep Inelastic region corresponds to W 2 >> M2,

Q2 >> M2 and xBJ not near 1. Finally, if W 2 >> Q2 >> M2, it is the perturbative Regge limit or

small-xBj regime.

Before examining the scattering in these various regimes, I will first derive the general expression of the

differential cross-section.

3.1.3 Cross-section and hadronic tensor

Cross-section

We suppose Q2 small enough w.r.t M2
Z0 in order to consider that the particle exchanged in the t-channel is

a photon.

The scattering amplitude for the process is

Mn = e2ū
(
k′,λ′

)
γµu(k,λ) 1

q2
〈
n
∣∣Jemµ (0)

∣∣ p,σ〉 (3.12)

with Jemµ the hadronic part of the electromagnetic current and λ, λ′, σ the spin of the incoming and

outgoing electron and the proton.

The unpolarized differential cross-section has the expression

dσn =
1

2M2E
d3k′

(2π)32k′0

n∏
i=1

d3ki
(2π)32ki0

1
4
∑
σλλ′

|Mn|2 (2π)4δ4 (p+ k− k′ − pn
)
, (3.13)

where pn =
∑
i=1 kii andM is given by (3.12).

If measures are taken only on the scattered lepton then the process is inclusive. To have the corresponding

differential cross-section, one needs to integrate over the final hadronic system. Then, we have

dσ =
e4

q4
1

2E
d3k′

(2π)32k′0
2πWµν`

(e)
µν (3.14)

`
(e)
µν is the leptonic tensor given by (1.8) and Wµν is the hadronic tensor

Wµν =
1

4M
∑
σ

∑
n

∫ n∏
i=1

d3ki
(2π)32ki0

〈
p,σ

∣∣Jemµ ∣∣n〉 〈n |Jemν | p,σ〉 (2π)3δ4 (pn − p− q) (3.15)

Finally, this leads to the simplified expression of the differential cross-section.

d2σ

d2ΩdE′
=
α2

q4
E′

E
`
(e)
µνW

µν . (3.16)

The structure of the hadronic tensor

The most general form for this symmetric tensor, in terms of gµν , q and p, is

Wµν = −W1g
µν +

W2
M2 p

µpν +
qµqν

M2 W3 +
pµqν + qµpν

M2 W4. (3.17)

There is no term with εµνρσ by parity conservation.
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As for `(e)µν , Wµν should respect current conservation qµWµν . This leads to

W3 =
M2

q2 W1 +

(
p · q
q2

)2
W2 and W4 = −p · q

q2 W2 (3.18)

Therefore, the hadronic tensor has the expression

Wµν(p, q) = −W1

(
gµν − qµqν

q2

)
+
W2
M2

(
pµ − p · q

q2 qµ
)(

pν − p · q
q2 qν

)
(3.19)

W1 and W2 are the nucleon structure function.

The hadronic and leptonic tensors can be decomposed into terms in a basis of projectors orthogonal to

qµ and pµ, facilitating the computation of their contraction.

We define the transverse projector

Tµν = gµν − qµqν

q2 (3.20)

and longitudinal projector

Lµν =
qµqν

q2 (3.21)

such that Tµνqν = 0, Lµνqν = qµ and gµν = Tµν + Lµν .

The transverse projector can be further decomposed into

Tµν = PµνL + gµν⊥ , (3.22)

gµν⊥ projects to the subspace orthogonal to pµ and qµ while PµνL projects into the remaining subspace.

One can express the two previous projectors in terms of photon polarisation vectors:

PµνL = εµLε
ν
L (3.23)

gµν⊥ = −
∑
i=1,2

ε(i)µε(i)ν∗ (3.24)

where εµL is the longitudinal polarization vector and has the expression ,

εµL =
1√

M2 − (p·q)
q2 qµ

(3.25)

and ε(i)µ, i = 1, 2 are the transverse polarization vectors. They have the following properties:

ε(i)∗ · εj = −δij , εi · εL = 0, ε2L = +1

In terms of projector, (3.19) becomes

Wµν(p, q) = −W1T
µν +

(
1− (p · q)2

M2q2

)
W2P

µν
L (3.26)

or

Wµν(p, q) = −W1g
µν
⊥ +

[
−W1 +

(
1− (p · q)2

M2q2

)
W2

]
PµνL (3.27)

To calculate the differential cross-section, one needs to calculate the contraction of the leptonic tensor
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with the projectors.

`
(e)
µν P

µν
L = `

(e)
µν

pµpν

M2 − (p·q)2

q2

+ (terms ∝ qµ`(e)µν = 0)

=
2

M2
(

1− (p·q)
q2

) (3(k′ · p)(k · p) + q2

2 M
2
)

lab
=

4EE′ cos2 θ
2

1− (p·q)2

M2q2

and

1
2`µνT

µν =
1
2`µν (g

µν −Lµν)

= q2

lab
= −4EE′ sin2 θ

2

Hence, in the laboratory frame,

`
(e)
µνW

µν = 4EE′
[
2W1 sin2 θ

2 +W2 cos2 θ

2

]
(3.28)

This results in

d2σ

dΩdE′
=

α2

4E2 sin4 θ
2

[
2W1 sin2 θ

2 +W2 cos2 θ

2

]
(3.29)

In the last section, we will see that the measure of structure functions are a way to access to the measure

of parton distribution functions. They also have some interesting properties in the context of naive parton

model. But before getting into the model in details, I will first examine the quasi-elastic regime and the

properties of form factors.

3.2 Elastic scattering

3.2.1 Hadronic current and form factors

When an electron scatters to an arbitrary charge distribution instead of a point like particle, the cross

section of the process can be found by weighing the cross-section of a point-like particle with the amplitude

of a form factor
dσ

dΩ
=

(
dσ

dΩ

)
point

|F (q)|2 (3.30)

The form factor accounts for the inner structure, i.e. the fact that the particle is not point-like.

Moreover, if the photon exchanged is static i.e. q0 = 0, it can be shown that

F (q) =
∫
d3xρ(x)eiq·x. (3.31)
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Expanding around |~q| small and assuming spherical symmetry, then

F (q) =
∫
d3xρ(~x)

(
1 + i~q · ~x− (~q · ~x)2

2 +O
(
~q3))

= 1− 1
6 |~q|

2 〈r2〉+O (~q4) . (3.32)

From (3.32), one can see that the form factor gives access to the mean square radius :

r = −6 dF
d|~q|2

∣∣∣∣∣
|~q|2=0

(3.33)

The same idea of form factors exists when the scattering is with the proton but it is more complicated,

as the proton also possesses magnetic moment.

We introduce the four vector Γµem〈
N
(
p′
)
|Jµem(0)|N(p)

〉
= ū

(
p′
)

Γµemu(p) (3.34)

The most general form involving only p, p′, γµ and respecting parity (no εµνρσ term) and relativistic

invariance is

Γµem = Aγµ +B(pµ′ + pµ) +C(pµ′ − pµ). (3.35)

As Γµem is contracted to spinor fields, we can suppose that A,B,C is a function of a scale only, which is

here then q2. By current conservation, one finds that C = 0

Using the Gordon identity

ū(α)
(
p′
)
γµu(β)(p) =

1
2mū(α)

(
p.rime) [(p′ + p

)µ
+ iσµν

(
p′ − p

)
ν

]
u(β)(p) (3.36)

gives the final form below for the four-vector:

Γµem =
[
γµF1

(
q2)+ iσµνqν

κ

2MF2
(
q2)] , (3.37)

where F1,F2 are real functions in the region q2 < 0. They are called respectively the Dirac and Pauli form

factors. κ is called the anomalous magnetic moment.

By definition, Γµ appears when one tries to calculate the scattering of the particle to an electromagnetic

field Aµ. The leading order term in the scattering amplitude has the form iM ∝ −ie(ūΓµu)Aµ(q). One

then considers the limit where Aµ = (φ,~0) is an classical electrostatic field, so q0 = 0 and has with slow

spatial variation so it is concentrated around ~q = 0. In this case, we have

iM∝ −ieūγ0F1(0)uφ(q) ∝ −iṼ (q)ūγ0u

where Ṽ (q) = Q|e|φ(q) and Q the charge of the particle unit of |e| , i.e. the scattering approaches to the

one on a coulombic potential Therefore, this shows that F1(0) = Q. This remains true at all order.

Similarly, by considering the coupling with a slowly varying magnetostatic field, one shows that

g = 2 [F1(0) + κF2(0)] = 2Q+ 2κ, (3.38)

where g is the Landé factor. We normalise F2(0) = 1. The second term comes from radiative corrections.

If κ << 1 and g ' 2Q, the particle can be considered point-like, which is the case for electron or muon.
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Howerver, experimental measurements have shown that the value for anomalous magnetic moment of the

proton and neutron are κp ' 1.7928 and κn ' −1.9130, hence, confirming that nucleon have an inner

structure.

3.2.2 Sachs electric and magnetic form factor

In practice, it is more physically meaningful and easier, as we will see later, to work with the Sachs electric

and magnetic form factors defined by

GE ≡ F1 +
κq2

4M2F2

GM ≡ F1 + κF2

(3.39)

The physical significance is best understood in the Breit frame, corresponding to the center of mass

frame for the incoming and outgoing proton. As ~p+ ~p′ = 0, then q0 = 0. The four components for the

hadronic current in this specific frame are

J0 = eGE(q
2) (3.40)

~J = ieGM (q2)(~σ× ~q)/M . (3.41)

By comparison with the non-relativistic theory, we can then associate GE and GM to the Fourier

transform of the electric charge and magnetic moment distribution [22].

Hence, the extraction of GE and GM from cross-section allows us to access the mean square radius of

the charge and magnetic distribution as (3.32) suggested:

< r2
E >= 6dGE

dq2

∣∣∣
q2=0

(3.42)

< r2
M >= 6dGM

dq2

∣∣∣
q2=0

. (3.43)

In the laboratory frame, the approximation of GE and GM to the Fourier transform of charge density

is valid as long as |~q|2 << M2.

Finally, we have at Q2 = 0, the Sachs electric and magnetic form factors become:

GE(0) = Q et GM (0) = µ

µN
= Q+ κ with κ << 1 (3.44)

where µN = |e| h̄
2M is the nuclear magneton.

3.2.3 Hadronic current and spin

We note Pµ = p′µ + pµ and P 2 = 4M2− q2. From the previous parts, Γµem for spin 1/2 has the form (3.37).

Using the Gordon identity, Γµ can be rewritten as

Γµem = −κF2
2M Pµ +GMγ

µ (3.45)

=
F1
2MPµ + i

GM
2M σµνqν . (3.46)

(3.47)
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In the point-like case, Γµem becomes

Γµem = Qγµ =
Q

2MPµ + i
Q+ κ

2M σµνqν . (3.48)

In the case of spin-0 particle, the matrix element takes the form

〈
m
(
p′
)
|Jµem(0)|m(p)

〉
= PµF , (3.49)

where F satisfies F (0) = Q. This reduces for point-like particle to

〈
m
(
p′
)
|Jµem(0)|m(p)

〉
= QPµ. (3.50)

.

3.2.4 Structure function in the elastic region

In the elastic case, the energy of the outgoing electron E′ is fixed completely by the scattering angle θ and

the energy of the incoming electron E. More precisely, the elastic relation p′2 = W 2 = (p+ q)2 =M2 gives

2p · q+ q2 = 0 or in the laboratory frame M
(
E −E′

)
= 2EE′ sin2 θ

2 . (3.51)

Thus, E′ is fixed through the relation

E′ = E
1

1 + 2 E
M sin2 θ

2
, (3.52)

where 1
1+ 2E

M sin2 θ
2
corresponds to the recoil factor.

The expression of the elastic hadronic tensor from (3.15) has the form

W el
µν =

1
4M2 δ

(
ν +

q2

2M

)
Hµν
el , (3.53)

where

Hel
µν =

1
2
∑
σ

〈
p,σ

∣∣Jemµ ∣∣ p′〉 〈p′ |Jemν | p,σ〉 . (3.54)

To compute this, one need first to integrate over the phase-space of the outgoing proton. Then, the

property δ (f(x)− f(x0)) =
(

1
|f ′(x0)|

)
δ (x− x0) can be used twice here to obtain the delta function in

(3.53). In more details, we have

δ
(
p′0 −M − q0

)
= δ

[
p′0
(
E′
)
+E′ − (M +E)

]
=

∣∣∣∣d (p′0 (E′) +E′)

dE′

∣∣∣∣−1
δ
[
E′ −E′(E, θ)

]
=

∣∣∣∣ME

p′0E
′

∣∣∣∣−1
δ
[
E′ −E′(E, θ)

]
.

(3.55)

In the same way,

δ

(
ν +

q2

2M

)
= δ

(
E −E′ − 2EE′

M
sin2 θ

2

)

=

∣∣∣∣∣∣
∂
(
ν + q2

2M

)
∂E′

∣∣∣∣∣∣
−1

δ
[
E′ −E′(E, θ)

]
=
E′

E
δ
[
E′ −E′(E, θ)

]
.

(3.56)
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We now compute Hel
µν . The simplest way to do so is to use for the current matrix element, the expression

given by (3.45):

Hµν
el =

1
2 Tr

[(
/p′ +M

)(
−κF2

2M Pµ +GMγ
µ

)
(/p +M )

(
−κF2

2M Pν +GMγ
ν

)]
= −κF2 (GE +GM )

(
4M2 − q2)PµPν +G2

Mhµν ,
(3.57)

where

hµν = 2
(
pµp
′
ν + p′µpν +

q2

2 gµν
)
. (3.58)

In the point-like case, Hµν
el reduces to

Hµν
el = Q2hµν . (3.59)

. The elastic differential cross-section, obtained after integration over E′ of (3.29), reads

d2σel

dΩ
=
α2

q4
E′2

E2 `
µνHel

µν . (3.60)

We have then something similar in terms of cross-section as for electron-muon process if hµν is considered

the analogue to the muon leptonic tensor but for point-like hadrons.

Projecting Hµν
el using PµL and gµν⊥ , defined by (3.23) and (3.24), leads to the expression of the elastic

structure functions

W el
1 = − q2

4M2G
2
Mδ

(
ν +

q2

2M

)

W el
2 =

G2
E −

q2

4M2G
2
M

1− q2

4M2

δ

(
ν +

q2

2M

)
,

(3.61)

which become for one-point particle:

W el
1pt = −

q2

4M2Q
2δ

(
ν +

q2

2M

)
W el

2pt = Q2δ

(
ν +

q2

2M

)
.

(3.62)

3.2.5 The elastic differential cross-section

Finally, the differential cross-section for the electron-nucleon in the elastic regime has the form

dσel

dΩ
=

α2

4E2 sin4 θ
2

1
1 + 2E

M sin2 θ
2

 Q2

2M2G
2
M sin2 θ

2 +
G2
E + Q2

4M2G
2
M

1 + Q2

4M2

cos2 θ

2

 . (3.63)

This is the Rosenbluth formula.

We see then that there is interference between the Dirac and Pauli form factors so their errors on their

measurement are higher and more correlated compared to Sachs form factor. This is one of the reason why

they have been defined.

In the point-like limit, this becomes(
dσel

dΩ

)
pt

=
Q2α2

4E2 sin4 θ
2

1
1 + 2E

M sin2 θ
2

{
Q2

2M2 sin2 θ

2 + cos2 θ

2

}
. (3.64)
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In the Mott regime where Q2 << M2 or equivalently E −E′ << M2, it reduces to(
dσ

dΩ

)
Mott

=
1

1 + 2E
M sin2 θ

2

Q2α2 cos2 θ
2

4E2 sin4 θ
2

. (3.65)

Therefore,
dσel

dΩ
=

(
dσ

dΩ

)
Mott

[
G2
E + τG2

M

1 + τ
+ 2τG2

M tan2 θ

2

]
1
Q2 (3.66)

with τ = Q2

4M2 .

3.2.6 Phenomenology

One method to extract GE and GM is the Rosenbluth separation method. It consists in measuring the

differential cross-section for different values of θ at fixed Q2. In the early use of this method, some kind of

reduced differential cross-section were defined and analyzed which are dependent on the diffusion angle. As

an example, in [21], they define R(θ, q2) = cot2 θ
2
[
G2
E + τG2

M

]
+ τ (1 + τ )G2

M and plot it as a function of

q2.

The modern notation of the elastic cross-section is

dσ
dΩ

=

(
dσ
dΩ

)
Mott

1
1 + τ

[
G2
E +

τ

ε
G2
M

] 1
Q2 , (3.67)

where ε =
[
1 + 2(1 + τ ) tan2 θ

2

]−1
is the virtual photon polarization.

Thus, one makes use of the linear dependence on ε and defines the reduced cross-section(
dσ

dΩ

)
reduced

=
ε(1 + τ )

τ

(
dσ

dΩ

)
exp

/
(
dσ

dΩ

)
Mott

= G2
M +

ε

τ
G2
E . (3.68)

Plotting this reduced differential cross-section as a function of ε for fixed Q2 gives G2
E as the slot and G2

M

as the ordinate intercept.

Using (3.42), one finds rE ∼ 0.8fm.

Moreover, as shown by figure 3.2, for Q2 > M2, with M2 ∼ 1GeV, the precision on the measure of GE
strongly decreases. This is due to the presence of factor of 1

1+τ that multiplies G2
E . For Q2 6 1GeV, we

have GEp ∼ GD where

GD =
1(

1− q2
0.7GeV

)2 (3.69)

is the dipole form factor. By contrast, from figure 3.3, one can see that GMp ∼ µpGD is accurate for large

Q2.

Another method used to extract form factors is with the double polarization technique. One either

have the incoming electron beam and target that are polarized or uses the recoil polarization technique. In

this latter case, the recoiled proton is polarized by the the incoming beam. Its polarization is measured

giving P`, longitudinal component, parallel to its momentum and Pt, transverse component, orthogonal to

its momentum. The ratio GE
GM

is related to them through

GE
GM

= −Pt
P`

E +E′

2M tan θ2 . (3.70)
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Figure 3.2: Data for GEp using the Rosenbluth separation. From [30] based on [21], [27], [35],[6], [4], [24],

[9], [40],[2], [10],[43],[12],[36]

Figure 3.3: Data for GMp using the Rosenbluth separation. From [30] based on [21], [27], [35],[6], [4], [24],

[9],[2],[10],[43],[12],[36],[26],[13],[39]

From 3.4, one can see that the scaling law GEp ∼
GMp
µp

do not survive. It is now assumed that the

discrepancies between results using the Rosenbluth separation method or polarization technique are due

to the fact that radiative corrections have not been taken into account in the cross-section. In fact, all

the analysis so far has been done at Born level but the exchange of two virtual photons can also be
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Figure 3.4: Data from the three GEp experiments at JLab based on recoil polarization technique[31]

considered. Nevertheless, the effect of taking into account two photons effect are not apparent in polarization

experiments. Its contribution to e−p→ e−p is yet to be determined.

3.2.7 Asymptotic behaviour of form factors

In the region of deep elastic scattering i.e. xBj < 1 and Q2 large Q2 >> λ2
QCD, one can use perturbative

QCD to predict the dominant power contribution to the asymptotic behaviour of the form factors using hard

counting rules[11]. The asymptotic behaviour are derived in the context of the parton model and rely on

dimensional analysis. A proper justification of these rules are based on factorisation theorem which allows

us to separate the hard part corresponding to short distance dynamics from the soft part corresponding to

long distance dynamics.

The leading order diagram is illustrated in Figure 3.5.

e−

e−

k

k′

γ∗

x1p

x2p

x3p

p′

p

Figure 3.5: Deep elastic scattering in the parton model. The blob correspond to the soft part. In red are

the hard propagators.

The analysis of the hard scale is made in the Breit frame, where ~p′+ ~p = 0 giving then ~q = −2~p. In this

specific frame, the transverse momentum of the partons can be neglected.Therefore, their momentum have

approximately the form pi = xip where xi is the fraction of the proton momentum carried by the parton i

(
∑
i xi = 1).
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The hard counting rules are listed below.

• Hard gluons exchange should happen to ensure the elasticity of the scattering, meaning the non-

fragmentation of the proton due to the high momentum transfer from the photon. The contribution

of each gluon propagator is of order 1
Q2 .

• The contribution for the fermionic propagator is of order 1
Q .

• In the short distance dynamics, the partons are considered as free. Hence, the incoming and outgoing

fermions can be replaced by free spinors u ∼
√

2Eξ ∼
√

2xi|~p|ξ ∼
√
Qξ where ξ are elementary

spinors.

Thus, the matrix element of the partonic electromagnetic current has the asymptotic behaviour

∣∣〈N (p′) |Jµ|N(p)
〉∣∣ ∼ A( 1

Q2

)2( 1
Q

)2 (√
Q
)6

∼ A

Q3 ,
(3.71)

where A is a constant. From (3.37), this gives us

A

Q3 ∼
∣∣ū′γµuF1

∣∣ . (3.72)

A factor of Q relates F1 and the amplitude.

F1
(
Q2) ' 1

Q4

F2
(
Q2) ' 1

Q6

GE ∼ GM ∼ 1
Q4

, (3.73)

where F2 comes from A
Q3 ∼ |ū′σµνuqvF2|.

This can be generalized. For a hadron with n constituents in the quark model i.e. n = 2 for a meson

and n = 3 for a baryon, the form factor has the following behaviour,

Fn
(
q2) ' C

(Q2)n−1 . (3.74)

Another formalism used to determine the behaviour of form factors is by working in the Sudakov frame.

First, let’s define the light cone variables. If
(
v0, v1, v2, v3) is an arbitrary vector, the light-cone variables

are defined as
v± =

1√
2
(
v0 ± v3)

v = vT =
(
v2, v3) = −v⊥ euclidian metric forv‘

. (3.75)

The scalar product in this basis is v1 · v2 = v+1 v
−
2 + v−1 v

+
2 − v1 · v2.

In Sudakov frame, two light-cone vectors p1, p2 are defined, going in + and - directions. We note

2p1·2 = s. Here, we can choose p1 = p and p2 = p giving then sQ2. All other vectors are then expressed in

term of those two vectors:
k = αp1+ βp2+ k⊥

+ − ⊥
. (3.76)

Its square reads

k2 = αβs+ k2
⊥ = αβs− k2 = 2k+k− − k2. (3.77)
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The decomposition of the elastic scattering in this frame is schematically represented in figure 3.6. We

observe a necessary flip of both directions in the hard part. One can show that αβs is of order Q2. Hence,

one recovers the same contribution for propagators in the hard part as with the hard counting rules. Thus,

the hard part is of order
(

1
Q2

)2 ( 1
Q

)
1
Q6 . The form factor F2 associated with this flip is then ∼ 1

Q6 .

q

±

+

± −

±

+

± −

±

+

−

Figure 3.6: Hard part of e-p elastic scattering in the Sudakov frame. The hard propagators are represented

in red

Unfortunately, the experimental data found at SLAC and JLab are not in agreement with the pertur-

bative QCD prediction (3.73). The scaling law Q2F2(Q2)
F1(Q2) can be improved if the parton orbital angular

momentum are taken into account [5]. The scaling law obtained is Q2F2(Q2)
F1(Q2) ∼ ln2

(
Q2

λ2

)
and seems to

better agree with experimental results.

3.3 Deep inelastic scattering

The core statement in the parton model for deep inelastic scattering is that the electron scatters elastically

to a parton, considered as free, instead of the whole proton. The deep inelastic scattering is then illustrated

by figure 3.7.

e−

e−

k
k′

γ∗

pi pi + q

p

(1 − x) p

Figure 3.7: e−p deep inelastic scattering in the parton model

The kinematics used have already been described in 3.1.1.
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3.4 The parton model and the impulse approximation

Drell et Yan [15] argued that the parton model is the application of the impulse approximation to high

energy particle physics and justify this approximation using a frame where the longitudinal momentum of

the proton is large P 2 >> M2, called infinite momentum frame and when one works in the Bjorken limit,

Q2 →∞, ν →∞ and xBj is fixed and finite.

3.4.1 The impulse approximation and validity

The impulse approximation is a concept that lies within low energy atomic and nuclei physics. In the case of

a one-particle projectile that scatters to a target in a bound state, the approximation is that the scattering is

between the projectile and one particle of the target, considered as free. This relies upon some assumptions,

notably that the range of interaction is small compared to the inter-distances inside the target and that the

interaction time is small enough to ignore the binding energy inside the target.

In the regime of deep scattering, the wave length of the virtual photon is of order 1
Q . For Q

2 sufficiently

large then, it is much consequently much smaller than the radius of the proton: rp ' 1fm. The first condition

for the approximation is then respected.

We will now consider the two time scales of interest in DIS. If we note by x the fraction of longitudinal

momentum of the parton that interacts with the virtual photon, p1⊥, m1 and p2⊥, m2 being the transverse

momentum and masses of the parton and of the rest of the constituents in the proton, then the interaction

time is of order :

T ∼ 1
∆E
∼ 1√

(xP )2 + p2
1⊥ +m2

1 +
√
((1− x)P )2 + p2

2⊥ +m2
2 −
√
P 2 +M2

(3.78)

P→∞∼
P→∞

1

2 (|x|+ |1− x| − 1)P 2 +
p2

1⊥+m
2
1

x +
p2

2⊥+m
2
2

1−x −M2
(3.79)

∼ 2P
m2

1+p
2
1⊥

x +
m2

2+p
2
2⊥

1−x −M2
for 0 < x < 1 (3.80)

∼ 2P
M2
eff

(3.81)

The time of the interaction in the center-of-mass frame, which is a particular example of infinite mo-

mentum frame has the form:

τ ∼ 1
q0 =

4P
2Mν −Q2 (3.82)

In order to have τ << T , the condition M2
eff << 2Mν −Q2 should be respected. This requires to

have pi⊥ bounded and x away from its end points. The Bjorken limit ensures the later, as one can easily

prove that, in the naive parton model, x = sBj from the elasticity condition : (pi + q)0 :' 0. For the

former, transverse motion are caused by strong interaction and therefore the transverse momentum is in the

order of the binding energy, which itself is of order the mass, and so in an infinite momentum frame where

P 2 >> M2, the transverse momentum is negligible : piµ ' xpµ

Hence, the time scales are such that the binding forces are negligible during the time of the electromag-
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netic interaction.

Since the impulse approximation ca nbe applied, one can therefore factorize between the hard part and

non-perturbative soft part:

dσ
dt
(
e−p→ e−p

)
=
∑
i

∫
dx fi(x)

dσ̂
dt
(
e−qi → e−qi

)
(3.83)

where fi(x)dx is the probability that the parton qi interacting with the photon has its longitudinal momen-

tum fraction between x and x+ dx. fi(x) is called the parton distribution functions and are supposed to

be universal, process-independent.

We note that struck parton cannot go backward i.e. has x < 0 or x > 1. If that was the case, the

transition amplitude of going from a proton state to a parton and its other constituents (which has the

same form as T ) would have a factor of P 2 in its denominator, as one can see from (3.79). Hence, the

probability to have a backward parton is very much suppressed.

3.4.2 Infinite momentum frames

A whole family of infinite momentum frame exists but not all of them are convenient in treating DIS in the

parton model and interpreting the results.

Listed below are some common frames used to discuss the parton model.

First, the four-momentum of the proton is chosen as

pµ =
(√

P 2 +M2, 0⊥,P
)
∼P→∞

(
P +

M2

2P , 0⊥,P
)

(3.84)

The constraints on qµ = (q0, q⊥, qz) are

p · q =Mν ' P (q0 − qz) +
M2

2P q0, q2 = (q0 − qz) (q0 + qz)− q2 (3.85)

The parametrisation

q0 − qz =
A

P

q0 = BP

enables us to have Mν and Q2 independent of P in the limit case where P →∞.

Different choices of A and B give different infinite momentum frame. The two extreme cases are :

1. For A = 0 B = 2ν
M ;

qµ =

(
2ν
M
P , q⊥, 2ν

M
P

)
with q2 = q2

⊥ = −q2

This is the case where q0 = qz ∼ P .

2. For A =Mν B = 2Mν+q2

4P 2 ;

q =

(
2Mν + q2

4P , q⊥, q
2 − 2Mν

4P

)
It corresponds to the extreme case q0 ∼ qz ∼ 1

P . One can check that it is the center-of-mass frame.
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3. B = Mν
P 2 ,A =Mν :

q =

(
Mν

P
, q⊥, 0

)
=

(
Q2

2xBjP
, q⊥, 0

)
' (0, q⊥, 0)

As for the one above, it also corresponds to small q0 and qz. This is called the Bjorken frame.

4. A = Q2

2xBj and B = −xBj + Q2

4xBjP 2 ;

This choice gives the Sudakov frame, which is introduced in 3.2.7. The idea behind this frame is to

define the two light-like basis vectors p1 and p2 such that, for processes with two massless colliding

particles, the two projectiles have their momentum along the two light cones directions +/-.

Setting p1 = P (1, 0⊥,−1) p2 = p·q
2P (1, 0⊥, 1) gives, for Q2 >> M2,

p = p2, q = p1 − xBjp2, p2
1 = p2

2 = 0 and p1 · p2 = p · q

The Breit frame is also an infinite momentum frame, where the momentum of the incoming parton is

reversed after scattering:

q = (0, 0⊥,−2xBjP ) = (0, 0⊥,−Q) , pi = xp = (xP , 0⊥,xP ) , pi + q = xp+ q = (xP , 0⊥,−xP )

Lastly, another frame of interest is the referential frame of the proton :

q =
(
ν, 0⊥,

√
Q2 + ν2

)
ν2>>Q2
'

(
ν, 0⊥, ν + Q2

2ν

)
=

(
Q2

2xBjM
, 0⊥, Q2

2xBjM
+MxBj

)
.

It is an infinite momentum frame from the point of view of the virtual photon.

3.5 Consequences of the parton model on structure functions

We introduce new structure functions :

lim
q2→∞
xBjfixed

MW1
(
q2, ν

)
= F1

(
xBj ,Q2)

lim
q2→∞
xBjfixed

νW2
(
q2, ν

)
= F2

(
xBj ,Q2) (3.86)

In this naive parton model, the electron scatters elastically to a "free" parton. Hence, for a proton

composed of a parton of mass m and charge Q, then from from their expression in the elastic regime, its

structure functions has the form

W1(ν,Q2) =
Q2

4m2 δ

(
ν − Q2

2m

)
=
Q2

4m2ν
δ

(
1− Q2

2mν

)
(3.87)

W2(ν,Q2) = δ

(
ν − Q2

2m

)
=

1
ν
δ

(
1− Q2

2mν

)
(3.88)
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Neglecting transverse momentum gives piµ = xpµ, hence m = xM 1. Thus,

F1 =
Q2

4Mx2ν
δ

(
1− Q2

2Mxν

)
=
xBj
2x δ (xBj − x)

F2 = δ

(
1− Q2

2Mxν

)
= xδ (xBj − x)

(3.89)

Finally, as protons have all type of partons i with charge ei in units of |e| , the proton structure functions

are obtained by weighing the above functions with fi(x)dx, introduced in (3.83) and summed over i:

F1 (xBj) =
∑
i

∫
dx e2

i fi(x)
xBj
2x δ (xBj − x)

F2 (xBj) =
∑
i

∫
dx e2

i fi(x)xδ (xBj − x)
(3.90)

Two observations can be made on (3.90). First, F1,F2 only depend on xBj and not on Q2. This is the

Bjorken scaling[7]. This behaviour will not remain true once radiative corrections are included, as we will

see in 3.8. The second observation is that they respect Callan-Gross relation

F2 (xBj) = 2xBjF1 (xBj) (3.91)

This is a consequence of partons having spin 1
2 , as it was derived from their expressions in the elastic regime,

structure function in elastic scattering of a point-like particle of spin 1
2 .

3.6 Tests of parton spin

3.6.1 Callan-Gross relation

An equivalent form of (3.91) exists, which is derived by comparing the differential cross-section of e−p with

e−µ−. The Mandelstam variables for the partonic subprocess are :

ŝ = (k+ pi)
2 ' t̂ =

(
k− k′

)2
= −Q2 ' −xBjySû =

(
k′ − pi

)2
= −ŝ− t̂ = −xBj (1− y)S (3.92)

where S = (k+ p)2 and electron and quark masses are neglected.

As parton are point-like and spin 1
2 , the differential cross-section of the subprocess e−qi is given by the

one from e−µ− :
dσ̂
dt =

2πα2e2
i

ŝ2
ŝ2 + (ŝ+ t̂)2

t̂2

=
2πα2e2

i

Q4

[
1 + (1− y)2

] (3.93)

Therefore, from (3.83), the differential cross-section reads

d2σ

xBjdQ2 =
2πα2

xBjQ4

[
1 + (1− y)2

]
F2 (3.94)

1 + (1− y)2 behaviour of the Cross-section is another proof of partons having spin 1/2.
1In reality, the partons cannot have mass m = xM . This would mean that quarks mass are not negligible compared to the

proton mass. However, in an infinite momentum frame, as P >> M , then all masses are negligible.
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This behaviour is found when comparing (3.94) with the general form of the differential cross-section

(3.29), which can be rewritten into

d2σ

x̄Bjdy
=

4πα2

xBjyQ2

[
xBjy

2F1 +

(
1− y− x2

Bjy
2M

2

Q2

)
F2

]
(3.95)

We introduce the transverse and longitudinal structure functions associated to the cross-section γ∗L/T p→

X, as we will see in the next paragraph:

FT = 2xBjF1

FL = F2 − 2xBjF1

(3.96)

Longitudinal polarisation cross-section has a significant contribution when

Q2

x2
Bj

' S

xBj
�M2 ⇒ y ' Q2

xBjS
and ν2

Q2 =
Q2

4M2x2
Bj

>> 1 (3.97)

In this case,
d2σ

dxBj dQ2 =
y

Q2
d2σ

dxBj dy

' 2πα2

xBjyQ2
{[

2(1− y) + y2]F2 − y2FL
}. (3.98)

Callan-Gross relation gives FL = 0 and FT = F2. Therefore, (3.98) gives back (3.94) and both of them

are proof of partons having spin 1/2.

Callan-Gross is violated when taking into account QCD corrections.

3.6.2 R ratio

The expression of the total cross-section for the photo-absorption of the virtual photon has the form

σtot (γ∗p→ X) =
4πα2

Kγ∗
Wµνε∗µεν (3.99)

where Wµν is the hadronic tensor and εµ vectors are defined in 3.1.3.

Two conventions exist for Kγ∗ :

• Gilman :

Kγ∗ = ν +
Q2

2ν

• Hand :

Kγ∗ = ν − Q2

2M

Using the decomposition of Wµν 3.27 with (3.97), one gets the cross-section for longitudinal and trans-

verse polarized photon

σT ≡ σtot (γ∗⊥p→ X) =
4π2α

Kγ∗

FT
2MxBj

σL ≡ σtot (γ∗Lp→ X) =
4π2α

Kγ∗

FL
2MxB

(3.100)
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The ratio R is defined by

R ≡ σL
σT

=
FL
FT

(3.101)

Depending on the spin of the parton, R has different values :

• if all partons are spin 1
2 , R→ 0 as FL = 0 from Callan-Gross relation

• if all partons have spin 0, R→∞. This is because for particle of spin 0, one can show that F1 = 0.

• if there is a mix of partons of spin 0 and 12,T isfinite Experiments at SLAC, where Q2 ranged between 1.5

and 21 (GeV /c)2, has found that R ∈ [0; 0.5] [28].

3.7 The parton structure of nucleons

By isospin symmetry SU(2), we have :

f
(p)
u = f

(n)
d ≡ u

f
(p)
d = f

(n)
u ≡ d

f
(p)
s = f

(n)
s ≡ s

Moreover, the partons distribution function should respect the sum rules, corresponding to the conser-

vation of quantum number :

• Charge conservation:

Q =

∫ 1

0
dx

[
2
3 (u− ū)−

1
3 (d− d̄)

]
= 1 for proton

Q =

∫ 1

0
dx

[
2
3 (d− d̄)−

1
3 (u− ū)

]
= 0 for neutron

(3.102)

• Isospin number :

I3 =
1
2

∫ 1

0
dx[(u− ū)− (d− d̄)] = 1

2 for proton

I3 =
1
2

∫ 1

0
dx[(d− d̄)− (u− ū)] = −1

2 for neutron
(3.103)

• Strangeness :

S =

∫ 1

0
dx(s− s̄) = 0 (3.104)

• Baryonic number :

B =
1
3

∫
[u− ū+ d− d̄+ s− s̄] = 1 (3.105)

The sum rule on B can be obtained using the relation Q = I3 +
Y
2 with Y = B + S.

Combining the condition on Q for the proton and neutron, we get∫ 1

0
dx(u− ū) = 2∫ 1

0
dx(d− d̄) = 1

(3.106)
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i.e. the net number of each type of quark is the number of quarks in the quark model.

Finally, the last sum rule to consider is energy-momentum conservation for proton and neutron:∫ 1

0
dxx

[
u(x,Q2) + d(x,Q2) + s(x,Q2) + ū(x,Q2) + d̄(x,Q2) + s̄(x,Q2) + g(x,Q2)

]
= 1, (3.107)

where g(x,Q2) is the gluon distribution. Its presence is important as experimental data show that quarks

carry only approximately ∼ 50% of the total momentum of the proton [32].

Same kind of sum rules exist for the neutron.

The qualitative shape of F2 is described in figure 3.8.

Figure 3.8: Qualitative shape of F2 depending on the model of the proton structure. Figure from [20]

If the proton is composed of the three valence quarks, then naturally each quark is associated to a delta

function and F2 = 3δ (xBj − 1/3). If one adds interaction to the previous model, then the distributions

become continuous and spread them between 0 and 1, with a peak at 1/3. Finally, if one also considers the

splitting of gluons by Bremsstrahlung into sea quark-anti quark, splitting with a probability of dx/x, then

in the small- x region, F2 becomes non-vanishing.

We can be more quantitative. One can separate the contribution from the valence quark and the sea
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quark for the up and down quarks :

u = uv +m

d = dv +m

with um = ūm = dm = d̄m = s = s̄ = m if assuming the SU(3) flavour symmetry 2. Then, the proton and

neutron structure functions have the form :

F
(p)
2 (xBj)

xBj
=

1
9 (4uv + dv) +

4
3m

F
(n)
2 (xBj)

xBj
=

1
9 (4dv + uv) +

4
3m

(3.108)

Their difference gives
1
xBj

(
F
(p)
2 − F (n)

2

)
=

1
3 (uv − dv) (3.109)

Experiments confirm that the difference has indeed the predictive shape in 3.8, shape when one excludes

the contribution of sea quarks and gluons.

Let’s analyse now the ratio F (p)
2 /F (n)

2 , which has the expression

F
(p)
2

F
(n)
2

=
4uv + dv + 12m
4dv + uv + 12m . (3.110)

When xBj → 0, the sea quarks and gluons outweigh the valence quark. Therefore, one expects

F
(p)
2

F
(n)
2

→
xBj→0

1 (3.111)

In the opposite case of large momentum fraction, valence quarks should predominate, leading to:

F
(p)
2

F
(n)
2

→
xBj→1

uv + 4dv
4uv + dv

(3.112)

From experiments, it has been found that the ratio tends to 1/4 when xBj is large, which is in accordance

with the idea that the up-quark predominates the down quark in the proton. Thus, the assumption uv ∼ 2dv
is wrong as this would leads to F (p)

2 /F (n)
2 → 3/2.

It has been shown that the predominant valence quark should have the form

fv(xBj) ∼ (1− xBj)3

This is the Drell-Yan relation [14].

The power of 3 comes from the relation between the behaviour of PDFs near 1 to the asymptotic behavior

of differential cross-section of deep elastic scattering. Deep elastic scattering occurs when the struck parton

has a momentum fraction near one and the other constituents are sea partons. Therefore, the scattering

amplitude of deep elastic scattering (and so the form factors) is proportional to the probability of having

one parton with momentum fraction between 1-y and 1, with y small
∫ 1

1−y dx fiv(x). One can show that

this probability is of the form yα, giving fv(x)(1− x)α−1. One then expect α ' 4 as the deep elastic

cross-section is governed by GM ∼ 1/Q4.
2From New Muon Collaboration deep inelastic muon scattering data, it was found that d̄ is higher than ū for x small
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Figure 3.9: NLO PDFs at Q2 = 10GeV 2 and Q2 = 104GeV 2, with associated 68% confidence-level uncer-

tainty band, using the MMHT2014 parametrisation [25]

Figure 3.9 gives the partons distributions functions from electron-proton deep inelastic scattering and

other related hard scattering processes. From this figure and figure 3.10, one can see PDFs do depend on

Q2. This is especially the case in the small-x region. The resolution is going as 1/Q so when Q2 increases,

we can see more partons inside the nucleon. Moreover, when x is small, the sea quarks and gluons dominate

in the nucleon and this dominance increases even more with the increase of Q2. The evolution of PDFs in

term of Q2 are given by the Dokshizer Gribov Lipatov Altarelli Parisi (DGLAP) equations. Perturbative

QCD can then be applied to find PDFs to different orders of the strong coupling constant αS .
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Figure 3.10: Measure of F (p)
2 from various experiments. They are offset from each other by 2ix, where i is

the number of x bin in descending order.

3.8 The improved parton model

Radiative corrections to the sub process γ∗ − parton are added to the naive parton model discussed in

the previous section. the leading order correction O(αs) correspond to the emissions of collinear gluons

by either the incoming or outgoing quark. However, multiple splittings are possible and the intermediate

particles in the parton cascade are increasingly virtual, meaning xi+1 << xi. The IR divergence, from

corrections and which are of the form
(
αS(Q

2) ln
(
Q2/Q2

0
))n ,n ∈N where Q2

0 is a suitable renormalisation

point are resummed. In the following, we will note by t = ln
(
Q2/Q2

0
)
. The resummation corresponds to

renormalisation group equations of the quark of flavour f :

dqf

dt
(x, t) = αS(t)

2π

∫ 1

x

dy
y

∑
j

qj(y, t)(y, t)Pqq(
x

y
+G(y, t)PqG(

x

y
)


=
αS(t)

2π
∑
j

(qj ⊗ Pqq)(x, t) + (G⊗ PqG)(x, t)

(3.113)
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and for the gluons distributions functions:

dG
dt

(x, t) = αS(t)

2π

∫ 1

x

dy
y

∑
j

qj(y, t)(y, t)PGq(
x

y
+G(y, t)PGG(

x

y
)


=
αS(t)

2π
∑
j

(qj ⊗ PGq)(x, t) + (G⊗ PGG)(x, t)

(3.114)

The P functions are called the splitting functions.

It is easier to understand the meaning of these equations if one considers having only one flavour and

if one defines q′NS(x, t) = q(x, t)− q̄(x, t), the "net" number of quarks in the proton from the point of γ∗.

qNS(x, t) DGLAP equation can rewritten as

qNS(x, t) + dqNS(x, t) =
∫ 1

0
dy
∫ 1

0
dz δ(zy− x)qNS(y, t)

[
δ(z − 1) + α(t)

2π Pqq(z)dt
]

(3.115)

From (3.115), we can see that the number of net quarks with fraction momentum x changes with the

infinitessimal variation of resolution dt. Starting from a quark with fraction momentum y, it can either

already have momentum x = y and not radiate or it can split into a collinear gluon and a quark of fraction

momentum x = zy. Pqq(z) is then, for z < 1, the probability density of finding a quark inside the parent

quark with fraction z of the parent momentum.

The splitting functions have the following properties.

The conservation quarks, anti quarks leads to∫ 1

0
dz Pqq(z) = 0 (3.116)

The conservation of proton total momentum d
dt
∫ 1

0 dxx
[∑L

i=1 q
i(x, t) +G(x, t)

]
= 0 results in:∫ 1

0
dz z [Pqq(z) + PGq(z)] = 0 (3.117)∫ 1

0
dz z

[
nfPqG(z) + PGG(z)

]
= 0 (3.118)

Their expression are found using quark, anti quark and gluon splitting vertices, as explained in [1] :

Pqq(z) = CF

(
1 + z2

1− z

∣∣∣∣
+

+
3
2δ(1− z)

)
(3.119)

PqG(z) =
1
2
(
z2 + (1− z)2) (3.120)

PGq(z) = CF
1 + (1− z)2

z
(3.121)

PGG(z) = 2CA
(

z

(1− z)

∣∣∣∣
+

+
1− z
z

+ z(1− z)
)
+

(
11
6 CA −

1
3nf

)
δ(1− z) (3.122)

where ∫ 1

0

f(x)

(1− x)+
dx =

∫ 1

0

f(x)− f(1)
1− x dx. (3.123)

is the "+" prescription which regularize 1/(1− z), when associated with the term proportional to δ(1− z),

at the singularity z = 1. This corresponds to taking into account virtual corrections (self-energy and virtual

exchange of gluons). which cancel the emissions of soft gluons, that leads to these soft IR divergences.

46



Chapter 4

Conclusion

In this dissertation, we saw how QCD is a good theory of the strong interaction, especially because of its

non-abelian nature leading to asymptotic freedom. One important concept of this theory is the parton

model, which is used, with perturbative QCD, to analyse and predict experimental results for hadronic

processes. As seen, form factors and PDFs, which are subject to integro-differential equations similar to

renormalisation group equations, are two key ways to characterize the structure of the nucleons and their

measures can be done through lepton-nucleon scattering. Many aspects have not been covered in this

dissertation. The first one is all the other ways that the inner structure of the nucleon can be characterized.

One of them is the Transverse Momentum Distribution, which is an extension to the idea of PDF and include

the transverse momentum as a variable in the distribution. Another one is the inclusion of spin in the PDFs

and the determination of how the spin of the proton is distributed among its different constituents. From a

more theoretical point of view, discussions on saturation occuring the small-x limit and the theory of Color

Glass Condensate habe also been omitted.

Future experiments such as those that will be realised in the new Electron-Ion Collider (EIC) or at

LHeC, will increase the precision on the measures of PDFs, especially at the extreme regions of xBj , large-x

and small-x, region where asymmetry for the sea quarks has been recently observed between the ani-up

and anti-down quark. Those measures will then make experimental predictions on hard hadronic processes

more accurate.
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Appendix A

Color factors

We note by T a generators of a quelconque represnetation of SU(N) and by ta the generators in the funda-

mental representation.

Some useful relationships to calculate color factors :

Tr (T a) = 0[
T a,T b

]
= ifabcT c, fabc totally anti symmetric{

ta, tb
}
=
δab

N
+ dabcT c, dabc totally symmetric∑

cd

dacddbcd =

(
N − 4

N

)
δab

Tr
(
tatb

)
=

1
2δ

ab Usual normalisation

taijt
a
kl =

1
2

(
δilδjk −

1
N
δijkl

)
Fierz identity

I will now give two typical color factors.

In the fundamental representation, the color factor is :

(tatb)ij = CF δij =
N2 − 1

2N δij

We note that tata is a Casimir operator ie commutes with the generators of SU(N) so commutes with all

elements of the Lie algebra. Hence, from Schur’s lemma, tata = CF 1. Tracing this relation gives the value

of CF .

The color factor in the adjoint representation is :

facdf bcd = CAδ
ab = Nδab

It is possible to calculate color factors using a graphical methods. Examples and details can be found

in [37]
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Appendix B

Notes on path integral

The fundamental question that the path-integral approach of quantum mechanics answer is the calculation

the transition amplitude that a particle at q(t0) = xi will go to q(tf ) = xf . In this formulation, one finds

that the probability amplitude takes the form :

〈
xf
∣∣e−iĤ(tf−t0)

∣∣xi〉 = ∫ xf

xi

Dq(t)

∫
Dp(t) exp

(∫ tf

t0

dt pq̇−H(p, q)
)

(B.1)

where q and p the position and momentum. The dimension of the phase space is 2d.

The functional integral
∫
Dq(t) and

∫
Dp(t) are defined by :∫ xf

xi

Dq(t) = lim
N→+∞

ΠN−1
n=0 ddqi q0 = xi and qN = xf∫

Dp = lim
N→+∞

ΠN−1
n=0

ddpi
(2π)d

(B.2)

Integrating (B.1) gives the configuration space (q, q̇) path integral :

〈
xf
∣∣e−iĤ(tf−t0)

∣∣xi〉 = N ∫ xf

xi

Dq(t)eiS[q(t)] (B.3)

where S is the action dependent of q, q̇ and N is a normalisation factor.

(B.3) is the generalisation of the principle of least action to quantum mechanics and can be extended to

quantum field theory, where then the variables are the fields themselves.

One important concept in path-integral quantum field theory is the generating function :

Z [J ] =

∫
Dφ exp

(
iS(φ) + i

∫
ddxJ(x)φ(x)

)
(B.4)

which is used to calculate Green’s functions through the relation

Gn(x1, ...,xn) = 〈Ω|T̂ φ(x1)...φ(xn)|Ω〉 = (−i)n δn

δJ(x1)...δJ(xn)

(
Z[J ]

Z[0]

) ∣∣∣∣∣
J=0

(B.5)

with φ a scalar field and
∫

ddxJ(x)φ(x) is the source term.

For fermionic fields, the same kind of generating functions are defined but on should be careful as then

functional integral and sources are Grassmannian.
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Appendix C

β-function through the Background

Field method

C.1 Background method

We will outline the calculation to derive the first-order βV -function. This is based on the lecture notes of

Andrew J. Tolley and on [33]. We neglect the mass of the fermions in those calculations.

The Background field method consists at separating the gauge fields into fixed, classical fields Aaµ(x)

plus quantum correction W a
µ (x) ie

Aaµ(x) = Aaµ(x) + gW a
µ (x) (C.1)

g here plays the same role as
√
h̄ when we separate in the same way for the fermionic fields.

The equation for the one-particle irreducible (1PI) effective action is :

exp (iΓ(A,B,ψ∗, ψ̄∗)) =
∫
DA

∫
DB

∫
Dc̄

∫
Dc

∫
Dψ

∫
Dψ̄ eiSBRST+

∫
ddxψ̄(i /D)ψ−isource terms (C.2)

= eiΓ(A,B)eΓ(ψ,ψ̄) Peskin : 1995ev(C.3)

where SBRST =
∫

ddx ( 1
4 (F

a
µν)

2 +BaF a(Aµ) +
ξ
2B

a2 +
∫

ddy c̄a(x) δF
a(Aµ)(x)
δθb(y)

cb(y)) and the source terms

are
∫

ddx
(
Jaµ(Aaµ −Aaµ) +Ka(Ba −Ba) + (ψ̄− ψ̄∗)η+ η̄(ψ−ψ∗)

)
J ,K, η, η̄ are such that :

−Jaµ(x) =
δΓ

δAaµ(x)

−Ka(x) =
δΓ

δBa(x)

−ηa = δΓ
δ ¯ψ∗(x)

−η̄a = δΓ
δψ∗(x)
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We rescale the fields :

Aµ →
1
g
Aµ

B → 1
g
B

A→ 1
g
A

From this rescaling, we then have :

F 2
µν →

1
g2F

2
µν

Dµ → ∂µ − iAaµta

Moreover, from (C.1), we have :

Faµν = F aµν + gDa
ν−gDνWa

µ+g2fabcW b
µW

c
ν

Dµ = Dµ − igW a
µ

The gauge is fixed to : F a(Aµ) = Dµ(Aaµ − Aaµ) with Dµ the covariant gauge w.r.t Aaµ. From the

infinitessimal form of the gauge transformation δAaµ = (Dµθ)a, we have δFa(Aµ)(x)
δθb(y)

= (DµDµ)abδ(d)(x− y)

By choosing B such that δΓ
δB = 0 and integrating w.r.t B, the new gauge fixed Lagrangian is :

L = − 1
4g2 (F

a
µν)

2 − 1
gF

µνa(DµWν)a − 1
2F

µνafabcW b
µW

c
ν − 1

4 (DµW
a
ν −DνW

a
µ )

2

− 1
2ξ (D

µW a
µ )

2 + c̄a(−(D2)ac − fabc(DµWµ)b)cc + ψ̄(i /D+ gW a
µγ

µta)ψ
(C.4)

This Lagrangian is invariant under the local background gauge symmetry δAaµ = Dµθ
a under which

Wµ, c, c̄ transform as :

W a
µ →W a

µ − fabcθbAcµ

ψ → ψ+ iθataψ

ca → −fabcθbcc

C.2 One-loop effective action

In those calculation of the expression of the one loop effective action, I drop linear terms in Wµ as they

aren’t of interest here.
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C.2.1 Fermions one loop effective action

We redefine the fermionic fields :

ψ = ψ∗ + χ
√
h̄

ψ̄ = ψ̄∗ + χ̄
√
h̄

The calculation only goes to the one-loop effective action ie order
√
h̄. Hence, in the source terms with

δΓ
δψ∗

and δΓ
δψ̄∗

, the partial derivatives only need to be calculated to the zero-order as the terms into bracket

already is of order
√
h̄.

Hence, the one loop effective action is defined by :

eiΓone-loop =
∫
Dχ

∫
Dχ̄ exp

{
i
∫

ddx χ̄(i /D)χ
}

= (det(i /D))nf
(C.5)

with nf the number of flavour of fermions

The square root of the covariant derivative operator is used instead of directly calculating det(i /D):

∆ = (i /D)2 = −γµγνDµDν

= −1
2 {γ

µ, γν}DµDν − 1
2 [γ

µ, γν ]DµDν

= −D2 + 2iSµν [DµDν ] par anti-symmetry of Sµν = i
4 [γ

µ, γν ]]

= −D2 + F bµνS
µνtb

(C.6)

Hence, the fermions give a contribution of

Γone-loop = −i
nf
2 Tr(ln ∆) (C.7)

They give no contribution to the βV - function so I will from now on ignore this part.

C.2.2 Gauge and ghost field one loop effective action

Using (C.4) and the same argument as in C.2.1, the one loop effective action for the gauge field is defined

by the equation:

eiΓone-loop(A) =
∫
DW

∫
Dc
∫
Dc̄ exp

{
i
∫

ddx
(1

2W
a
µ Ô

abµνW b
ν − c̄a(DµD

µ)abcb
)}

= 1√
det(Ôabµν)

det
(
(DµD

µ)ab
) (C.8)

where∫
dddx 1

2W
µaÔabµνW

νb =

∫
ddx

(
−1

2 (DµW
a
ν )

2 +
1
2 (DµWν)

a(DνWµ)a − 1
2ξ (D

µW a
µ )

2 − 1
2F

µνafabcW b
µW

c
ν

)
(C.9)

Therefore, the one loop effective action for the gauge field is

Γone-loop =
i

2 Tr
(

ln Ôabµν
)
− iTr

(
ln (DµD

µ)ab
)

(C.10)
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C.3 Computations of the βV function

We will note P̂ ab = (DµD
µ)ab and ignore in this part the fermions contribution to the running of the

strong coupling constant. To simplify the calculations, we choose to perform them with the Feynman gauge

meaning ξ = 1. (C.9) then becomes,

Ôabµν = (DωDω)abgµν + (DµDν)ab − (DνDµ)ab − Fµνcf cab

= (DωDω)abgµν − 2F cµνf cab
(C.11)

as [Dµ,Dν ]
ab = −F cµνf cab in the adjoint representation.

To lowest order, it is only necessary to find corrections coming from quadratic terms. To do that, one

technique is to vary twice Γone-loop and then set A = 0.

Varying twice the 1PI effective action gives

δ2Γoneloop =
i

2 Tr
(

1
Ô
δ2Ô

)
− i

2 Tr
(

1
Ô
δÔ

1
Ô
δÔ

)
− iTr

(
1
P̂
δ2P̂

)
+ iTr

(
1
P̂
δP̂

1
P̂
δP̂

)
(C.12)

Varying A of δA leads to :

δF cµν = DµδA
c
ν −DνδA

c
µ

(δ(Dµ)φ)
a = fabcδAbµφ

c = −i(T b)acδAbµφc

with φ a field in the adjoint representation.

After varying Ô and P̂ and then setting A = 0, the different elements in (C.12) have the expressions

below :

Ôabµν = �δabgµν

δÔabµν = −iT cabŶ
cgµν − 2iBcµνT cab

δ2Ôabµν = −
(
T dT e + T eT d

)ab
δAdωδA

e
ωgµν + 2iT dce

(
δAdµδA

e
ν − δAdνδAeµ

)
f cab

P̂ ab = �δab

δP̂ ab = −iT cabŶ
c

δ2P̂ ab = −2(T cT d)abδAcµacµ

(C.13)

where Ŷ = (δAcω∂
ω + ∂ωδA

cω) and Bcµν =
(
∂µδA

c
ν − ∂νAcµ

)
Using (C.13) and evaluating the trace over the gauge group and over the metric, (C.12) becomes :

δ2Γone-loop = −i(d− 2)CA Trs
( 1
�δA

d
µA

µd
)
+ i

2CA(d− 2)Trs
( 1
� Ŷ

c 1
� Ŷ

c
)

−2iCA Trs
( 1
�B

c
µν

1
�B

c
µν

) (C.14)

with CA the quadratic Casimir operator in the adjoint representation and Trs the trace over just the

operators.

In order to evaluate the different traces in (C.14), the operators need to be expressed in momentum

space:
〈p| 1� |p

′〉 = − 1
p2 (2π)dδ(d)(p− p′)

〈p|δAcω|p′〉 = δÃcω(p− p′)

〈p|Bcµν |p′〉 = B̃cµν(p− p′)

〈p|Ŷ c|p′〉 = i(p′ + p)ωδÃcω(p− p′)

(C.15)
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The first two terms in (C.14) give then a contribution of

F1 =

∫ ddk
(2π)d

δÃcµ(−k)δÃcν(k)Fµν(k) (C.16)

with

Fµν(k) = −
i

2CA(d− 2)
∫ ddp

(2π)d
1

p2(p+ k)2
[
(2pµ + kµ)(2pν + kν)− 2gµν(p+ k)2] (C.17)

Using Feynman parametrisation, Wick rotation, doing a dimensional regularisation with d = 4 − ε

and using the Legendre duplication formula for the Gamma function Γ(z)Γ(z + 1
2 ) = 21−2z√πΓ(2z), the

previous expression becomes :

Fµν(k) = (d− 2)2CA2−2dπ
1
2−

d
2

Γ( d2 − 1)Γ(2− d
2 )

Γ( d+1
2 )

(k2)
d−4

2 (kµkν − k2gµν) (C.18)

The last term give a contribution of

F2 =

∫ ddk
(2π)d

δÃcµ(−k)δÃcν(k)Gµν(k) (C.19)

with

Gµν(k) = 2i
∫ ddp

(2π)d
2CA

1
p2(p+ k)2 (kµkν − gµνk

2) (C.20)

Through the same process, Gµν becomes :

Gµν = −2CA24−2dπ
1
2−

d
2

Γ(2− d
2 )Γ(

d
2 − 1)

Γ( d−1
2 )

(k2)
d−4

2 (kµkν − gµνk2) (C.21)

The sum of Gµν(k) and Fµν(k) gives :

Fµν +Gµν = (kµkν − gµνk2)(k2)−
ε
2

[
2CA2−2dπ

1
2−

d
2 Γ(

d

2 − 1)Γ(2− d

2 )
(

d− 2
Γ( d+1

2 )
− 24

Γ( d−1
2 )

)]
= (kµkν − gµνk2)(k2)−

ε
2 cd

δ2Γone-loop corrects the tree-level 1PI effective action

Γtree =

∫
ddxµ−ε − 1

4g2F
e
µνF

µνe

The arbitrary parameter µ here is to keep the coupling constant g dimensionless.

Deriving this twice and only keeping to quadratic order in the fields gives

δ2Γtree = µ−ε
∫ ddk

(2π)d
1
g2 δÃ

µc(−k)δÃνc(k)(kµkν − k2gµν) (C.22)

Adding (C.14) to (C.22) gives then :

δ2Γ = µ−ε
∫ ddk

(2π)d
1

g2
phy

δÃµc(−k)δÃνc(k)(kµkν − k2gµν) (C.23)

with
1

g2
phy

=
1
g2 + cd

(µ
k

)ε
(C.24)
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gphy is the physical coupling constant. hence, it should be independent of the arbitrary parameter µ.

This constraint leads to the renormalisation group equation for the coupling constant.

More concretely, the constraint is :
d

d ln
(µ
k

)( 1
g2
phy

)
= 0

giving then

dg
d ln
(µ
k

) =
1
2d0g

3 (C.25)

with the constant d0 = lim
ε→0

εcd

More precisely,using Γ(1− z)Γ(z) = π
sin(πz) , z /∈ Z and some specific values of the Gamma function

Γ( 5
2 ) =

3
4
√
π and Γ( 3

2 ) =
√
π

2

d0 = 2CA
1

(4π2)

(
−11

3

)

Hence,

βV ≡
dg

d ln
(µ
k

) = CA
g3

(4π)2

(
−11

3

)
(C.26)
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